Abstract
A classic problem in parallel computing is determining whether to execute a task in parallel or sequentially. If small tasks are executed in parallel, the overheads due to task creation can be overwhelming. If large tasks are executed sequentially, processors may spin idle, resulting again in sub-optimal speedups. Although this “granularity problem” is identified to be an important problem, it is not well understood; broadly applicable solutions remain elusive.

We propose techniques for controlling the granularity in implicitly parallel programming languages to achieve parallel efficiency. To understand the importance of granularity control, we extend Brent’s theorem (a.k.a. ”work-time principle”) to include task creation overheads. Using a cost semantics for a general-purpose language in the style of lambda calculus with parallel tuples, we then show that task creation overheads can slowdown parallel execution by a multiplicative factor. We propose oracle scheduling to reduce these overheads by using estimates of the sizes of parallel tasks. We show that if the oracle provides in constant time estimates that are accurate within a constant multiplicative factor then oracle scheduling provable reduces the task creation overheads for a class of parallel computations.

We realize the oracle scheduling by combining static and dynamic techniques. We require the programmer to provide the asymptotic complexity for parallel tasks and use runtime profiling to determine hardware-specific constant factors. We implement the proposed approach and propose a compiler for it as extension of the Manticore compiler for Parallel ML. Our empirical evaluation shows that we can reduce the run-time overheads due to task creation down to between 3 and 13 percent of the sequential time and can obtain scalable speedups when running on multiple processors.
by the number of processors, often a small constant factor, any increase in the overheads, however small, matters. When combined with the fact that many parallel programs naturally expose many more opportunities for parallelism than the number of available processors, creating many tasks can limit the practical efficiency of parallel programs.

No known broadly applicable solution to the granularity problem exists. Theoretical analysis often ignores task-creation overheads, yielding us no significant clues about how these overheads may affect efficiency. Practical implementations often focus on reducing task-creation overheads instead of attempting to control granularity. As a result, practitioners often deal with this issue by trying to estimate the right granularity of work that would be sufficiently large to execute in parallel. More specifically, programmers try to determine the input sizes at which tasks become too small to pay off the costs of parallel task creation and sequentialize such tasks. Since the runtime of a task depends on the hardware, the programmer must make the best decision they can by taking into account the specifics of the hardware. This manual granularity control is bound to yield suboptimal results and/or non-portable code [36].

In this paper, we propose theoretical and practical techniques for the granularity problem in implicit parallel-programming languages. Our results include theorems that take into account the task-creation overheads to characterize their impact on parallel runtime, which we show to be significant (Sections 2 and 4). To reduce these overheads, we consider a granularity control technique that relies on an oracle for determining the run-time of parallel tasks (Section 4). We show that if the oracle can be implemented efficiently and accurately, it can be used to improve efficiency for a relatively large class of computations. Based on this result, we describe how the oracle approach be realized in practice by combining with known schedulers; we call this technique oracle scheduling because it relies on an oracle to estimate task sizes and because it can be used with practically any other scheduler (Section 5). Finally, we propose an implementation of oracle scheduling that uses complexity functions defined by the user to approximate accurately run-time of parallel tasks (Section 5). We present an implementation and evaluation of the proposed approach by extending a subset of the Caml language (Sections 6 and 7).

Brent’s theorem [12], commonly called the work-time principle, characterizes arguably the most important property of parallel programs: that they can be executed efficiently with multiple processors. More precisely Brent shows that we can execute a computation with \( w \) raw-work and \( d \) raw-depth, which do not include task-creation overheads, in no more than \( w/P + d \) steps on \( P \) processors using any greedy scheduler (note that the bound is tight within a factor of two). However attractive, the theorem ignores an important factor: task-creation overheads, which are assumed to be zero. To understand the impact of task-creation overheads, we therefore start with this fundamental theorem and generalize it to take them into account (Section 2). Specifically, we consider the standard directed-acyclic-graph (DAG) mode for parallel computations and show that a computation with total work \( W \) and total depth \( D \), where both include the task-creation overheads, can be executed in no more than \( W/P + D \) steps.

Although generalized Brent’s theorem yields a run-time bound that is symmetric to the original bound, the proof is entirely different. In fact, a straightforward generalization of the original proof only yields a weaker bound and requires reasoning about both the raw and the total work/depth. The reason for this increase in the proof complexity is that overheads are not like other unit work: they are indivisible (it is not realistic to assume that they can be divided into parts that can be performed piecewise) but they don’t have unit costs. Perhaps the most important point about this result is that it shows shows that the task-creation overheads contribute directly to the parallel run time and not in a surprising way: they are just like any other work (even though they are indivisible). We note that Brent’s theorem also assumes a greedy scheduler that can find work immediately when available but this assumption is reasonably realistic: parallel schedulers can match Brent’s bound asymptotically under mild assumptions.

To determine precisely the overheads of task creation in implicitly parallel programs, we consider a lambda calculus with parallel tuples and present a cost-semantics for evaluating expression of this language. The cost semantics yield raw work/depth and total work/depth of each evaluated expression. Using this cost semantics, we show that task creation overheads can be significant: a multiplicative factor times the raw-work. By an application of the generalized Brent’s theorem, this implies that such multiplicative increases in work affect the parallel run-time directly. To reduce task-creation overheads, we propose an alternative oracle semantics that capture a known principle for avoiding the task-creation overheads: evaluate a task in parallel only if its is sufficiently large, i.e., greater than some constant \( \kappa \). We show that the oracle semantics can decrease the overheads of task-creation by any (desired) constant factor \( \kappa \), but only at the cost of increasing the total depth by a similarly large factor. This results suggests that in practice some care will be needed to select \( \kappa \), because otherwise it can reduce the parallel slackness assumption [37] that some parallel schedulers assume to match the Brent’s theorem.

The bounds with the oracle semantics suggests that we can reduce the task-creation overheads significantly, if we can realize the semantics in practice. This is impossible unfortunately because it requires the ability to determine a priori task-creation overheads and without incurring other overheads. We show, however, that a realistic oracle that can give constant-factor approximations to the task run times can still result in similar reductions in the overheads for a
reasonably broad class of computations (Section 4). We also show that unless care is taken, the realistic oracle can actually further increase the called unless it is called periodically. This outcome, i.e., that attempts at controlling the granularity can actually backfire and slow down the program further, was an interesting outcome of our analysis. For a broad class of computations, including many recursive, divide-and-conquer computations, we show that this worst case can be avoided.

To realize the oracle semantics in practice, we describe (Section 5) a scheduling technique that we call oracle scheduling that consists of a task-size estimator that can estimate actual run time of parallel tasks in constant-time within a constant factor of accuracy and a conventional greedy scheduling algorithms; many schedulers, e.g., work-stealing algorithm, depth-first schedulers are all greedy. Combined together, these can be used to perform efficient parallel task creation and scheduling by selectively executing in parallel only those tasks that have a large parallel run-time. We describe an instance of the oracle scheduler that relies on an estimator that uses asymptotic cost functions (asymptotic complex bounds) and judicious use of run-time profiling techniques to estimate actual run-times accurately and efficiently. This approach combines an interesting property of asymptotic complexity bounds, which assume away hardware dependent constant, and profiling techniques, which can be used to determine precisely these constants. In this work, we only consider programs for which the execution time is (with high probability) proportional to the value obtained by evaluating the asymptotic complexity expression.

We present a prototype implementation of the proposed approach (Section 6) by extending the OCAML language to support parallel tuples, and complexity functions, and translating programs written in this extended language to the PML (Parallel ML) language [15]. Although our implementation requires the programmer to enter the complexity information, these could also be inferred in some cases cases via static analysis (e.g., [24] and references thereof). We extend the Manticore compiler for PML to support oracle scheduling and use it to compile generated PML programs. Our experiments (Section 7) show that oracle implementation can reduce the overheads of a single processor parallel execution to 3 and 13 percent of the sequential time. When using 16 processors, we achieve 7- to 15-fold speedups on an AMD machine and 17- to 21-fold speedups on an Intel machine (Intel machines typically show superlinear effects).

2. Generalizing Brent’s theorem

We represent a parallel computation with a directed acyclic graph, called computation DAG. Nodes in the graph represent atomic computations. Edges between nodes represent precedence relations, in the sense that an edge from a to b indicates that the execution of a must be completed before the execution of b can start. Every computation DAG includes a source node and a sink node, representing the starting and the end points of the computation, respectively. Those nodes are such that all nodes of a computation DAG are reachable from the source node, and the sink node is reachable from all nodes. An example computation DAG appears in Figure 1.

In the traditional computational model, every atomic computation is considered to take a single unit of time. In other words, every node has weight 1. In this setting, we can define the standard notion of work and depth, which we here call raw-work and raw-depth. The raw-work of a computation graph is equal to the total number of nodes that it contains. The raw-depth of the computation graph is equal to the total number of nodes along the longest path. Brent proved the following bound.

Theorem 2.1 (Brent’s theorem) Let G be a computation DAG with w raw work and d raw depth. Any greedy scheduler can execute the computation in G in time O(w P + d) on a P-processor parallel machine.

Proof We recall Brent’s proof since our aim is to generalize it. Consider the nodes at depth i in the DAG, and assume there are w_i of them. A greedy scheduler can spend no more than time ⌈w P_i / P⌉ for executing those nodes. Summing up over the various depths, one can thus deduce that the total execution time does not exceed:

$$\sum_{i=1}^{d} \left\lceil \frac{w_i}{P} \right\rceil \leq \sum_{i=1}^{d} \left( \frac{w_i}{P} + 1 \right) \leq \frac{\sum_{i=1}^{d} w_i}{P} + d \leq \frac{w}{P} + d$$

□

Observe that the bound provided by Brent’s theorem is tight, because the execution time is at least max (w/P, d).

This theorem does not take into account the overheads associated with task creation. So, we want to refine the model and generalize Brent’s theorem. To that end, we consider that if a node creates parallel tasks then an extra computation cost τ needs to be paid for. In other words, any node that has an out-degree two or greater now has weight 1 + τ instead of just 1. We then define the total work as the sum of the weights of all the nodes in this revised computation graph. Similarly, we define the total depth as the maximum weight
of a path from the source to the sink in the revised graph. A first attempt at generalizing Brent’s theorem is as follows.

**Theorem 2.2 (Naive generalization of Brent’s theorem)**

Let $G$ be a computation DAG with $W$ total work and $d$ raw depth. Any greedy scheduler can execute these computations in time $O(n^2 / P + (1 + \tau)d)$ on $P$ processors.

**Proof** Consider layers like in Brent’s theorem, with the difference that at every layer there might be tasks of weight $1$ and tasks of weight $1 + \tau$. Observe that there is still exactly $d$ levels. Hereafter, let $r$ be a shorthand for $1 + \tau$. Let $W_i$ denote the sum of the weights of the nodes at level $i$. A greedy scheduler executes this work in a time less than $r \left\lceil W_i / P \right\rceil$. Thus, the total time execution is bounded by:

$$\sum_{i=1}^{d} r \left\lceil W_i / P \right\rceil \leq \sum_{i=1}^{d} r \lfloor W_i / P \rfloor + 1 \leq W / P + rd \quad \Box$$

In the above theorem, Brent’s original theorem generalizes with respect to total work, in the sense that the ratio $\frac{W}{P}$ gets replaced by $\frac{W}{P}$, however it does not generalize as well with respect to the depth, because the component $d$ is replaced by $(1 + \tau)d$ and not $D$. For computations that involve task creation all along their critical path, $D$ can be equal to $(1 + \tau)d$, so in this case the naive generalization of Brent’s theorem already gives a tight bound. However, there are computations for which $(1 + \tau)d$ can be significantly bigger than the total depth $D$. Typically, $D$ might be of the form $d + n\tau$ for some $n$. In this case, the bound obtained is extremely loose. We remedy to this situation by establishing a tight bound that nicely generalizes the statement of Brent’s theorem.

**Theorem 2.3 (Generalized version of Brent’s theorem)**

Let $G$ be a computation DAG with $W$ total work and $D$ total depth. Any greedy scheduler can execute these computations in time $O(W / P + D)$ on $P$ processors.

**Proof** The problem shares similarities with the classic problem known as $P|prec|C_{max}$ in scheduling theory. This problem consists in scheduling tasks on $P$ machines in a way that minimize the total makespan, while satisfying a set of precedence constraints. Our problem, however, differs in a significant way: we do not want to establish a bound for a particular scheduler, but instead we want to establish a result for a entire class of scheduler, covering all the schedulers that are greedy (they never wait if there is work to do) and on-line (they are not aware of the existence of a task until it is becomes available). Our proof reuses a particular aspect of the proof of 2-optimality of the greedy “earliest-job-first” approximation algorithm for the problem $P|prec|C_{max}$. More specifically, we build a particular sequence of tasks iteratively, starting from the last one. The structure of our proof is, however, significantly different. In particular, the invariants are more complex because we are making fewer assumptions about the scheduler’s policy.

Consider a scheduling of tasks by a greedy scheduler. Our goal is to prove a bound on the total execution time $T$. Let the tasks be labelled using integers from $1$ to $M$. The duration of task $i$ is written $w_i$, and the time at which it starts is written $t_i$. We call $\Delta_i$ the time interval $[t_i, t_i + w_i]$ during which the task $i$ is executed. To capture the dependencies, we consider a set of precedence constraints: $i \prec j$ indicates that the task $j$ depends directly or indirectly on the result of the task $i$. For the sake of the proof, we assume that the set of tasks includes a task of duration zero such that all other tasks depend on it. This task is scheduled at time $0$. Similarly, we assume the existence of a task of duration zero such that this task depend on all other tasks. This task is scheduled at time $T$. Hereafter, let $\pi$ denote a sequence of tasks of the form $\pi_1 \prec \pi_2 \prec \ldots \prec \pi_N$, we write $|\pi|$ the number of tasks in the path $\pi$ and $||\pi||$ the sum of the duration of the tasks in that path, that is, the value $\sum_{i=1}^{N} \pi_i$. By definition of work and depth, we have $W = \sum_{i=1}^{M} w_i$ and $D = \max_{\pi} ||\pi||$. Our goal is to show $T \leq W / P + D$.

- **Observation A**: If a task $i$ starts after the time $v_k$, for some $k$, then there exists a task $j$ that executes at time $v_k$ and such that $i$ depends on $j$. Formally,

$$\forall i, k. t_i > v_k \Rightarrow \exists j. j < i \wedge v_k \in \Delta_j$$

To prove this, consider the set of tasks that $i$ depends on, and add $i$ itself to that set. Select from this set the subset of tasks that starts after $v_k$. Call $j'$ the task among these that has the minimal starting time (i.e. $t_{j'}$ minimal). Now, consider all the tasks that $j'$ depends on. Due to the minimality of $t_{j'}$, all those tasks must start before $v_k$. If none of those task is executing at the time $v_k$, then it means that the task $j'$ could have been scheduled to start just before $v_k$. Indeed, there was a free scheduler at this point because the interval $[u_k, v_k]$ corresponds to a nonempty period of time where not all processors are busy. So, there must exists at least one task $j$ that executes at time $v_k$ and such that $j \prec j'$. We therefore have $j \prec i$ and $v_k \in \Delta_j$.

- **Observation B**: If we have a task $i_1$ that executes at time $v_k$ then we can find a sequence of tasks $i_N \prec \ldots \prec i_1$ such that these tasks entirely cover the interval $[u_k, v_k]$.
Formally,
\[
\forall i_1, k. \quad v_k \in \Delta_{i_k} \Rightarrow \exists i_2 \ldots i_N.
\]
\[
\begin{align*}
& i_N \prec \cdots \prec i_1 \\
& u_k \in \Delta_{i_N} \\
& v_k - u_k = \sum_{n=1}^{N} ||\Delta_n \cap [u_k, v_k]||
\end{align*}
\]

Above, the expression \( ||\Delta_n \cap [u_k, v_k]|| \) corresponds to the amount of time that the task \( i \) spent being executed inside the time interval \([u_k, v_k]\). We construct the sequence \((i_n)\) iteratively in such a way that the tasks are adjacents to each others. Technically, we have \( t_i = t_{i+1} + w_{i+1} \) for \( n \in [1, N - 1] \). Initially, we only have \( i_1 \). At a given point in the construction, the sequence built up to index \( n \). There are two cases. If \( u_k \in \Delta_{i_n} \), then we are done (\( N = n \)). Otherwise, the task \( i_n \) must depend on a task that ends at time \( t_i \). If this was not the case then the task \( i_n \) could have been scheduled earlier. Indeed, we have \( u_k < t_i \leq v_k \) so there is at least one processor available just before time \( t_i \).

- **Main induction:** we construct a sequence of tasks that belong to a same precedence path and that covers all the periods of time where not all processors are busy. To build this sequence, we exploit observation A to traverse periods of full activity and exploit observation B to cover periods of partial activity. More precisely, we prove by induction that, for any \( L \in [1, K] \), there exists a path \( \pi \) such that the task at the head of the path \( \pi \) is running at time \( v_L \) and such that the sum of the execution time of the tasks involved in the path \( \pi \), counting only the execution occurring in the interval \([u_L, u_K]\), is greater than the sum of the width of the intervals of the form \([u_k, v_k]\) for \( k \geq L \). Formally,

\[
\forall L. \exists \pi. u_L \in \Delta_{\text{hd}(\pi)} \land \sum_{k=1}^{L} (v_k - u_k) \leq \sum_{n=1}^{\pi} ||\Delta_n \cap [u_L, u_K]||
\]

The base case is \( L = K \). In this case, we define \( \pi \) as the singleton path made of the tasks that depends on all the others. This task is executed at time \( u_K \) (which is equal to \( T \)), so we have \( u_K \in \Delta_{\text{hd}(\pi)} \). Since \( v_K = u_K \), the two sums involved are both equal to zero, so we are done for the base case.

Now, assume the result true for \( L \), and let us establish it for \( L + 1 \). By induction hypothesis, there exists a path \( \pi \) such that \( u_L \in \Delta_i \), where \( i \) denotes the head of the path \( \pi \), and such that \( \sum_{k=1}^{L} (v_k - u_k) \leq \sum_{n=1}^{\pi} ||\Delta_n \cap [u_L, u_K]|| \).

The first step consists in extending the path \( \pi \) into a path \( \pi' \) whose head task, call it \( j_1 \), is executing at time \( v_{L+1} \).

There are two cases, if \( t_i \leq v_{L+1} \), then we can simply define \( \pi' = \pi \) and we have \( j_1 = i \). Otherwise, \( t_i > v_{L+1} \), then we can simply define \( \pi' = \pi \) and we have \( j_1 = i \).
those of arity two. (We leave to future work the investigation of an optimized treatment of n-ary parallel tuples.)

To streamline the presentation, we assume programs to be in A-normal form, with the exception of pairs and parallel pairs, which we treat symmetrically because our compilation strategy involves translating parallel pairs to sequential pairs. Figure 2 illustrates the abstract syntax of the source language. We note that, even though the presentation is only concerned with a purely-functional language, it is easy to add references; in this case, however, they contribute no additional insight and thus are omitted for clarity.

Dynamic cost semantics We define a dynamic semantics where parallel tuples are evaluated selectively either in parallel or sequentially, as determined by their relative size compared with some constant \( \kappa \). To model this behavior, we present an evaluation semantics that is parameterized by an identifier that determines the mode of execution, i.e., sequen-
tial or not. For the purpose of comparison, we also define a (fully) parallel semantics where parallel tuples are always evaluated in parallel regardless of their size. The mode of an evaluation is one of: sequential (written seq), parallel (written par), or oracle (written orc). We let $\alpha$ range over modes. In summary, we have:

$$\alpha ::= \text{seq} \mid \text{par} \mid \text{orc}.$$  

In addition to evaluating expression, the dynamic semantics also returns cost measures including raw work and raw depth written by $w$ and $d$ (and variants), and total work and total depth, written by $W$ and $D$ (and variants). Dynamic semantics is presented in the style of a natural (big-step) semantics and consists of evaluation judgments of the form

$$e \Downarrow^\alpha v, (w, d), (W, D).$$

This judgment states that evaluating expression $e$ in mode $\alpha$ yields value $v$ resulting in raw-work of $w$ and raw-depth of $d$ and total work of $W$ and total depth of $D$.

In the sequential mode, parallel tuples are treated exactly like sequential tuples: evaluating a parallel tuple thus simply contributes 1 to the total work and depth. The depth is in this mode computed as one plus the sum of the depths of the two branches. In the parallel mode, the evaluation of parallel tuples induce an additional constant cost $\tau$. The depth is in this mode computed as one plus the maximum of the depths of the two branches. For the oracle mode, there are two cases. If the parallel tuple is scheduled sequentially, then its cost is only 1 and the depth is computed as the sum of the depth of the branches. If the parallel tuple is scheduled in parallel, then an extra cost $\tau$ is involved and the depth is computed as the maximum of the depth of the two branches.

In the oracle mode, the scheduling of a parallel tuple depends on the amount of raw work involved in the two branches. If the raw work of each of the two branches is more than $\kappa$, then the tuple is executed in parallel and both branches are executed according to the oracle mode. Otherwise, if the raw work of either of the two branches is less than $\kappa$, then the tuple is executed sequentially. The mode in which each branch is executed then depends on the work involved in the branch. If a branch contains more than $\kappa$ units of raw work, then it is executed in oracle mode, otherwise it is scheduled in sequential mode. This switching to sequential mode on small tasks is needed for ensuring that the oracle is not called too often during the execution of a program.

For all expressions other than parallel tuples, the (raw/total) work and the (raw/total) depth are computed by summing up those of the premises and adding one unit. The complete inductive definition of the dynamic cost semantics judgment $e \Downarrow^\alpha v, (w, d), (W, D)$ appears in Figure 3. Note that the rules concerning the oracle mode involve a cost $\phi$ that will be used to take into account the cost of invoking the oracle. For the time being, consider that $\phi$ is equal to zero.

4. Analysis

Based on our source language and its cost semantics, we start by showing bounds on the raw/total work and the raw/total depth of computations in different execution modes. For the time being the assumption of a ideal oracle, that is, an oracle that always makes perfectly-accurate predictions without any overhead (i.e., $\phi = 0$). Theorem 4.1 shows the relationships between raw-work/raw-depth and total-work/total-depth for the three possible modes.

**Theorem 4.1 (Work and depth)** Consider an expression $e$ such that $e \Downarrow^\alpha v, (w, d), (W, D)$. Assume $\phi = 0$. The following tight bounds can be obtained for total work and total depth, on a machine with $P$ processors where the cost of creating parallel tasks is $\tau$.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>Bound on total work</th>
<th>Bound on total depth</th>
</tr>
</thead>
<tbody>
<tr>
<td>seq</td>
<td>$W = w$</td>
<td>$D = d = w$</td>
</tr>
<tr>
<td>par</td>
<td>$W \leq (1 + \frac{1}{n}) w$</td>
<td>$D \leq (1 + \tau) d$</td>
</tr>
<tr>
<td>orc</td>
<td>$W \leq (1 + \frac{1}{\kappa n}) w$</td>
<td>$D \leq (1 + \max(\tau,\kappa)) d$</td>
</tr>
</tbody>
</table>

**Proof** The result about the sequential mode is straightforward by inspection of the semantics of the source language (Figure 3). The other results can be obtained by specializing the general bounds that we present later in this section (Theorem 4.2 and Theorem 4.3). In what follows, we give examples that attain the bounds for the parallel and the oracle modes.

- For the work in parallel mode, consider an expression consisting only of parallel tuples with $n$ leaves, and thus $n-1$ “internal nodes”. The raw work $w$ is equal to $n + (n-1)$ while the total work $W$ is equal to $n + (n-1)(1 + \tau)$. The ratio $W/w$ can be rewritten as $1 + \frac{\tau}{2n+1}$, which tends to $1 + \frac{\tau}{2}$ as $n$ grows.

- For the depth in parallel mode, we can use the same example. Each parallel tuple accounts for 1 in the raw depth but for $1 + \tau$ in the total depth. So, the total depth can be as much as $1 + \tau$ times greater than the raw depth.

- For the work in oracle mode, consider an expression with $n$ nested parallel tuples, where tuples are always nested in the right branch of their parent tuple. The tuples are built on top of expressions that involve just over $\kappa$ units of work. In the oracle semantics, all the tuples are executed in parallel. The raw work $w$ is equal to $n + (n+1)\kappa$, and the total work $W$ is equal to $n(1 + \tau) + (n+1)\kappa$. The ratio $W/w$ is equal to $1 + \frac{\tau n}{n(\kappa+1)+\kappa}$, which tends to $1 + \frac{\tau}{\kappa+1}$ when $n$ gets large.

- For the depth in oracle mode, in the case $\tau \geq \kappa$, we use the same example as for the work. The raw depth is $n+1$ and the total depth is $n(1 + \tau) + \kappa$. The ratio $D/d$ is equal to $1 + \frac{\tau + \kappa}{n+1}$, which approaches $1 + \tau$ as $n$ grows.

- For the depth in oracle mode, in the case $\kappa \geq \tau$, we change the example slightly so that now the tuples are built on leaves that involve just less than $\kappa$ units of work. In the oracle semantics, all the tuples thus get executed sequentially. In this case the raw depth is $n + \kappa$ and the total depth is equal to the total work, which is $n + (n+1)\kappa$. The
ratio $D/d$ can be expressed as $1 + \frac{\kappa}{n + \kappa}$, which approaches $1 + \kappa$ as $n$ grows. □

The first important result coming out of the above theorem is that scheduling costs really matter: the total work and total depth can be as much as $\tau$ time larger than the raw depth and raw work. For example, consider a program that involves only parallel tuples, in a perfectly balanced tree with $n$ leaves. This program involves about $2n$ raw work, so a sequential run requires $2n$ units of time. A parallel run of this program can take time $\frac{2n}{\tau}$, which is only $\frac{\tau}{2}$ faster than the sequential execution. In fact, the parallel run can even be slower if the relative cost of creating a parallel task is greater than the number of processors.

The second important result concerns the oracle mode. The theorem suggests that the execution of a computation with an ideal oracle can be as much as $\frac{\tau}{\kappa}$ times faster than that of the parallel mode. This comes at a cost of increasing the depth by a factor of $\frac{\kappa}{\tau}$. In general, it can be very harmful to increase the depth. However, for programs that exhibit a lot of parallel slackness, this is not an issue. Indeed, when $\frac{w}{\kappa}$ is a lot greater than $d$, we can safely multiply the depth and thereby reduce the scheduling overheads involved. In other words, if parallel slackness is high and $\kappa$ is not too large, then $\tau d$ remains small in front of $\frac{w}{\kappa}$, so the depth is not a limitation, however $\frac{\tau}{\kappa} d$ becomes much smaller than $\frac{\tau}{\kappa} w$, meaning that the scheduling overheads are dramatically reduced.

**Realistic oracles** Realizing a perfectly-accurate oracle in practice is impossible. In fact, even predicting execution time with 5 percent accuracy can be tremendously hard. So, we generalize our analysis by allowing by considering an oracle that is allowed to make error by up to a multiplicative factor $\mu$ (for example a factor 3). This means that a task that executes sequentially in time $w$ should be predicted by the oracle to take a time between $\frac{w}{3\mu}$ and $3\mu w$. We moreover allow the oracle to take some constant time to provide its answer, and we call this constant $\phi$. In what follows, we show that even with such a realistic oracle we are able to reduce the overheads, at least for a relatively broad range of programs that we call regular. We start with studying the depth and give a result that does not depend on regularity. In the particular case where $\kappa$ to be large in front of $\tau$ and $\phi$, this result implies that the depth is no larger than $\mu \kappa$ times the raw depth. (Recall that with the ideal oracle this factor was $\kappa$.)

**Theorem 4.2 (Depth with realistic oracle)**

\[ e \overset{\text{arc}}{\rightarrow} v, (w, d), (V, D) \Rightarrow D \leq (1 + \max (\tau, \mu \kappa) + \phi) d \]

**Proof** We write $\rho$ as a shorthand for $1 + \max (\tau, \mu \kappa) + \phi$. So, the goal is to prove $D \leq \rho d$. The proof is by induction on the derivation of the hypothesis.

- For a rule with zero premise, we have $D = d = 1$. Because $\rho \geq 1$, it follows that $D \leq \rho d$.
- For a rule with one premise, we know by induction hypothesis that $D \leq \rho d$. Using again the fact that $\rho \geq 1$, we can deduce the inequality $D + 1 \leq \rho (d + 1)$.
- For a rule with two premises, we can similarly establish the conclusion $D_1 + D_2 + 1 \leq \rho (d_1 + d_2 + 1)$ using the induction hypotheses $D_1 \leq \rho d_1$ and $D_2 \leq \rho d_2$.
- Now, consider the case of a parallel tuple. First, assume that the two branches of this tuple is predicted to be large. In this case, the tuple is executed in parallel and the branches are executed in oracle mode. We exploit the induction hypotheses $D_1 \leq \rho d_1$ and $D_2 \leq \rho d_2$ to conclude as follows:

\[
D = \max (D_1, D_2) + 1 + \tau + \phi
\]

\[
\leq \max (\rho d_1, \rho d_2) + 1 + \max (\tau, \mu \kappa) + \phi
\]

\[
\leq \rho (\max (d_1, d_2) + 1)
\]

\[
\leq \rho d
\]

- Consider now the case where both branches are predicted to be small. In this case, the tuple is executed sequentially. Because the oracle predicts the branches to be smaller than $\kappa$, they must be actually smaller than $\mu \kappa$. So, we have $w_1 \leq \mu \kappa$ and $w_2 \leq \mu \kappa$. Moreover, both branches are executed according to the sequential mode, so we have $D_1 = w_1$ and $D_2 = w_2$. It follows that $D_1 \leq \mu \kappa$ and $D_2 < \mu \kappa$. Below, we also exploit the fact that $\max (d_1, d_2) \geq 1$, which comes from the fact that raw depth is at least one unit. We conclude as follows:

\[
D = D_1 + D_2 + 1 + \phi
\]

\[
\leq \mu \kappa + \mu \kappa + 1 + \phi
\]

\[
\leq (1 + \mu \kappa + \phi) \times 2
\]

\[
\leq (1 + \max (\tau, \mu \kappa) + \phi) \cdot (\max (d_1, d_2) + 1)
\]

\[
\leq \rho d
\]

- It remains to consider the case where one branch is predicted to be smaller than the cutoff while the other branch is predicted to be larger than the cutoff. In this case again, both branches are executed sequentially. Without loss of generality, assume that the second branch is predicted to be small. In this case, we have $w_2 \leq \mu \kappa$. This first branch is thus executed according to the sequential mode, so we have $D_2 = d_2 = w_2$. It follows that $D_2 \leq \mu \kappa$. For the first branch, which is executed according to the oracle mode, we can exploit the induction hypothesis which is $D_1 \leq \rho d_1$. We conclude as follows:

\[
D = D_1 + D_2 + 1 + \phi
\]

\[
\leq \rho d_1 + \mu \kappa + 1 + \phi
\]

\[
\leq \rho d_1 + (1 + \max (\tau, \mu \kappa) + \phi)
\]

\[
\leq \rho (d_1 + 1)
\]

\[
\leq \rho (\max (d_1, d_2) + 1)
\]

\[
\leq \rho d
\]

□

This ends our analysis of the depth. Now, let us look at the work. The fact that every call to the oracle can induce a
cost $\phi$ can lead the work to be multiplied by $\phi$. For example, consider a program made of a complete tree built using $n - 1$ sequential tuples, and where the $n$ leaves are parallel tuples made of atomic values. If $n$ is the number of parallel tuples, the raw work is equal to $(n - 1) + n + 2n$, and the total work is $(n - 1) + n\phi + 2n$. So, the ratio $\mathcal{W}/w$ tends to $\phi/4$ when $n$ gets large. This means that a program executed according to the oracle semantics can get as much as $\phi/4$ times slower than its sequential counterpart.

Fortunately, most programs do not exhibit this pathological behavior. However, to prove a better bound we need to make further assumptions about the structure of the program. It turns out that a sufficient condition for establishing an interesting bound is to ensure that the oracle is never called on too small tasks. This property is hard to capture in a hardware-independent way. However, we can devise a sufficient condition, called regularity, which is hardware-independent and ensures the desired property. Intuitively, a program is $\gamma$-regular if the ratio between the work involved in a recursive call and the work involved in the next recursive call does not exceed $\gamma$. Divide-and-conquer algorithm typically satisfy the regularity condition. We next formalize the definition of regularity.

**Definition 4.1 (Domination of a parallel branch)** A branch $e_i$ of a parallel tuple is said to be dominated by the branch $e_j$ of another parallel tuple $(e_1, e_2)$ if the expression $e$ is involved in the execution of the branch $e_i$.

**Definition 4.2 (Regularity of a parallel program)** A program is said to be $\gamma$-regular if, for any parallel branch involving, say, $w$ units of raw work, either $w$ is very large compared with $\kappa/\mu\gamma$ or this branch is dominated by another parallel branch that involves less than $\gamma w$ units of work.

The condition “$w$ is very large compared with $\kappa/(\mu\gamma)$” is used to handle the outermost parallel tuples, which are not dominated by any other tuple. Note that the regularity of a program is always greater than 2. Indeed, if one of the branch of a parallel tuple is more than half of the size of the entire tuple, then the other branch must be smaller than half of that size. On the one hand, algorithms that divide their work in equal parts are $\gamma$-regularity with $\gamma$ very close to 2. On the other hand, ill-balanced programs can have a very high degree of regularity. Note that every program is $\infty$-regular.

For example, consider a program that traverses a complete binary tree in linear time. A call on a tree of size $n$ has raw work $nc$, for some constant $c$. If the tree is not a leaf, it has size at least 3. The next recursive call has raw work $\left\lfloor \frac{n-1}{2} \right\rfloor c$. The ratio between those two values is equal $n/\left\lfloor \frac{n-1}{2} \right\rfloor$ is always less than 3 when $n \geq 3$. So, the algorithm is 3-regular.

The following lemma explains how the regularity assumption can be exploited to ensure that the oracle is never invoked on tasks of size less than $\kappa/(\mu\gamma)$. This suggests that, for the purpose of amortizing well the costs of the oracle, a smaller regularity is better.

**Lemma 4.1 (Oracle invocation in regular programs)** Consider a $\gamma$-regular program being executed according to oracle semantics. If the oracle is invoked during the execution of the program on an expression $e$, then $e$ involves at least $\kappa/(\mu\gamma)$ units of work.

**Proof** Assume the expression involves $w$ units of work. By the regularity assumption, either $w$ is very large compared with $\kappa/(\mu\gamma)$, in which case the conclusion holds, or it is dominated by a branch that involves that involves $w'$ units of work, with $w' \leq \gamma w$. Because the oracle is being invoked, it means that the evaluation mode is orc. Thus, the dominating branch must have been predicted to be bigger than $\kappa$ for not being sequentialized. So the dominating branch must be at least of size $\kappa/\gamma$. Combining the inequality $\gamma w \geq w'$ and $w' \geq \kappa/\mu$, we get $w \geq \kappa/(\mu\gamma)$.

**Theorem 4.3 (Work with realistic oracle, with regularity)** Assume $e \not\in v_{orc}$, $(w, d, (\mathcal{W}, D))$ where $e$ is $\gamma$-regular.

$$\mathcal{W} \leq (1 + \frac{\tau}{\kappa/\mu + 1} + \frac{\phi}{\kappa/(\mu\gamma) + 1}) w$$

**Proof** Define $\kappa'$ as a shorthand for $\kappa/\mu$ and $\kappa''$ as a shorthand for $\kappa/(\mu\gamma)$. Note that, because $\gamma \geq 1$, we have $\kappa'' \leq \kappa'$. Let $x^+$ be defined as the value $x$ when $x$ is nonnegative and as zero otherwise. We prove by induction that:

$$\mathcal{W} \leq w + \tau \left( \frac{(w-\kappa)^+}{\kappa'+1} \right) + \phi \left( \frac{(w-\kappa'')^+}{\kappa''+1} \right)$$

This is indeed a strengthened result because we have:

$$\tau \left( \frac{(w-\kappa)^+}{\kappa'+1} \right) \leq \tau \frac{w}{\kappa'+1} \leq \frac{\tau w}{\kappa/\mu + 1}$$

and

$$\phi \left( \frac{(w-\kappa'')^+}{\kappa''+1} \right) \leq \phi \frac{w}{\kappa''+1} \leq \frac{\phi w}{\kappa/(\mu\gamma) + 1}$$

The proof is conducted by induction on the derivation of the reduction hypothesis.

- For a rule with zero premise describing an atomic operation, we have $\mathcal{W} = w = 1$, so the conclusion is satisfied.
- For a rule with a single premise, the induction hypothesis is:

$$\mathcal{W} \leq w + \tau \left( \frac{(w-\kappa')^+}{\kappa'+1} \right) + \phi \left( \frac{(w-\kappa'')^+}{\kappa''+1} \right)$$

So, we can easily derive the conclusion:

$$\mathcal{W} + 1 \leq (w + 1) + \tau \left( \frac{(w+1-\kappa')^+}{\kappa'+1} \right) + \phi \left( \frac{(w+1-\kappa'')^+}{\kappa''+1} \right)$$
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For a rule with two premises, we exploit the mathematical inequality \[ \frac{a}{q} + \frac{m}{q} \leq \frac{a+m}{q}. \] We have:

\[
\mathcal{W} = \mathcal{W}_1 + \mathcal{W}_2 + 1 \\
\leq w_1 + \tau \left( \frac{(w_1 - \kappa')^+}{\kappa' + 1} \right) + \phi \left( \frac{(w_1 - \kappa'')^+}{\kappa'' + 1} \right) \\
+ w_2 + \tau \left( \frac{(w_2 - \kappa')^+}{\kappa' + 1} \right) + \phi \left( \frac{(w_2 - \kappa'')^+}{\kappa'' + 1} \right) + 1 \\
\leq w + \tau \left( \frac{(w_1 - \kappa')^+ + (w_2 - \kappa')^+}{\kappa' + 1} \right) \\
+ \phi \left( \frac{(w_1 - \kappa'')^+ + (w_2 - \kappa'')^+}{\kappa'' + 1} \right)
\]

To conclude, we need to establish the following mathematical inequality:

\[
(w_1 - \kappa')^+ + (w_2 - \kappa')^+ \leq ((w_1 + w_2 + 1) - \kappa')^+ \\
(w_1 - \kappa'')^+ + (w_2 - \kappa'')^+ \leq ((w_1 + w_2 + 1) - \kappa'')^+
\]

The two equalities can be proved in a similar way. Let us establish the first one. There are four cases to consider. First, if both \(w_1\) and \(w_2\) are less than \(\kappa'\), then the right-hand side is zero, so we are done. Second, if both \(w_1\) and \(w_2\) are greater than \(\kappa'\), then all the expressions are nonnegative, and we are left to check the inequality \(w_1 - \kappa' + w_2 - \kappa' \leq w_1 + w_2 + 1 - \kappa'\). Third, if \(w_1\) is greater than \(\kappa'\) and \(w_2\) is smaller than \(\kappa'\), then the inequality becomes \((w_1 - \kappa')^+ \leq ((w_1 - \kappa') + (w_2 + 1))^+\), which is clearly true. The case \(w_1 \geq \kappa'\) and \(w_2 < \kappa'\) is symmetrical. This concludes the proof.

Consider now the case of a parallel tuple where both branches are predicted to involve more than \(\kappa\) units of work. This implies \(w_1 > \kappa'\) and \(w_2 > \kappa''\). In this case, a parallel task is created. Note that, because \(\kappa'' / \mu > \kappa'\), we also have \(w_1 > \kappa''\) and \(w_2 > \kappa''\). So, all the values involved in the following computations are nonnegative. Using the induction hypotheses, we have:

\[
\mathcal{W} = \mathcal{W}_1 + \mathcal{W}_2 + 1 + \tau + \phi \\
\leq w_1 + \tau \left( \frac{w_1 - \kappa'}{\kappa' + 1} \right) + \phi \left( \frac{w_1 - \kappa''}{\kappa'' + 1} \right) \\
+ w_2 + \tau \left( \frac{w_2 - \kappa'}{\kappa' + 1} \right) + \phi \left( \frac{w_2 - \kappa''}{\kappa'' + 1} \right) + 1 + \tau + \phi \\
\leq (w_1 + w_2 + 1) + \tau \left( \frac{w_1 - \kappa'}{\kappa' + 1} \right) + \phi \left( \frac{w_2 - \kappa''}{\kappa'' + 1} \right) + 1 \\
\leq w + \tau \left( \frac{(w_1 - \kappa') + (w_2 - \kappa')}{\kappa' + 1} \right) \\
+ \phi \left( \frac{w_2 - \kappa''}{\kappa'' + 1} \right) + 1 \\
\leq w + \tau \left( \frac{(w_1 + w_2 + 1) - \kappa'}{\kappa' + 1} \right) \\
+ \phi \left( \frac{w_1 + w_2 + 1 - \kappa''}{\kappa'' + 1} \right)
\]

Assume now that the two branches are predicted to be less than the cutoff. This implies \(w_1 \leq \kappa'\) and \(w_2 \leq \kappa''\). Both these tasks are executed sequentially, so \(\mathcal{W}_1 = w_1\) and \(\mathcal{W}_2 = w_2\). By Lemma 4.1, the regularity assumption ensures that we have \(w_1 \geq \kappa''\) and \(w_2 \geq \kappa''\). Those inequalities ensure that we are able to pay for the cost of calling the oracle, that is, the cost \(\phi\). Indeed, since we have \(w_1 + w_2 + 1 - \kappa'' \geq \kappa'' + 1\), we know that \(\left(\frac{w_1 + w_2 + 1 - \kappa''}{\kappa'' + 1}\right) \geq 1\). Therefore:

\[
\mathcal{W} = \mathcal{W}_1 + \mathcal{W}_2 + 1 + \phi \\
\leq w_1 + w_2 + 1 + \phi \\
\leq (w_1 + w_2 + 1) + \phi \left( \frac{w_1 + w_2 + 1 - \kappa''}{\kappa'' + 1} \right) \\
\leq w + \tau \left( \frac{w - \kappa'}{\kappa' + 1} \right) + \phi \left( \frac{w - \kappa''}{\kappa'' + 1} \right)
\]

Observe that the above proof does not exploit the regularity assumption directly but only through the application of Lemma 4.1. In fact, the proof treats the value \(\kappa' / (\mu r')\), called \(\kappa''\) in the proof, as an abstract value with the only assumption that it is smaller than \(\kappa / \mu\). So, even though we have been using regularity as a sufficient condition for ensuring that the oracle does not get invoked on small expressions, there might be other sufficient conditions that could be used. For example, if we observe that the oracle never gets called in practice on tasks that take more than a time \(t\) to execute (note that if the oracle satisfies its specification, we should have \(t \geq \kappa' / (\mu r')\)), then we can replace the factor \(\frac{\kappa' / (\mu r')}{} + 1\) from the statement of Theorem 4.3 with the smaller factor \(\frac{\phi}{\tau + 1}\).

Using these bounds on work and depth, we bound the time for executing a \(\gamma\)-regular parallel program with a realistic oracle (Theorem 4.4). This bound relies directly on our generalization of Brent’s theorem, which as the original theorem assumes a greedy scheduler that can perform load balancing without any overheads; this is of course unrealistic but not too far away from it as it turns out (Section 5).
Theorem 4.4 (Execution time with realistic oracle)
Assume an oracle that costs $\phi$ and makes error by a factor not exceeding $\mu$. Then, the execution time of a parallel $\gamma$-regular program on a machine with $P$ processors under the oracle semantics with a greedy scheduler is

$$
\left(1 + \frac{\tau}{\kappa/\mu + 1} + \frac{\phi}{\kappa(\mu \gamma)} + \frac{\phi}{\mu \phi + 1}\right) \frac{w}{P} + (1 + \max(\tau, \kappa \mu + \phi)) d
$$

Proof. By the generalized version of Brent’s theorem (Theorem 2.3), using the bounds provided by Theorem 4.3 and Theorem 4.2. \qed

Choosing a value for the cutoff
Assume that $\kappa$ is relatively large, in the sense that $\kappa/(\mu \gamma) \gg 1$ and $\kappa \gg \tau$ and $\kappa \gg \phi$. Then, we can rewrite the bound of the theorem in a simpler way:

$$
\left(1 + \frac{\mu(\tau + \gamma \phi)}{\kappa} \right) \frac{w}{P} + \kappa \mu d
$$

It now appears clearly that a small value for $\kappa$ increases the total work whereas a large value for $\kappa$ increases the total depth. We are thus interested in computing the optimal value for $\kappa$, that is, the value of $\kappa$ that minimizes the above expression. To that end, we compute the derivative of this expression with respect to $\kappa$. We get:

$$
- \frac{\mu(\tau + \gamma \phi) w}{\kappa^2} + \mu d
$$

The optimal value for $\kappa$ is that for which the derivative is zero. This happens for:

$$
\kappa = \sqrt{\tau + \gamma \phi} \cdot \sqrt{\frac{w}{Pd}}
$$

This suggests that $\kappa$ should never exceed a constant factor times the square root of the degree of parallel slackness, which is the ratio between $\frac{w}{P}$ and $d$. (Intuitively, the parallel slackness assumption asserts that this ratio is “large”, however to compute the optimal value for $\kappa$ we quantify how large it is.) The fact that $\kappa$ cannot be taken very large, because it is bounded by a square root, is not necessarily a problem. Indeed, we would be satisfied if the ratio $\frac{\mu(\tau + \gamma \phi)}{\kappa}$ was equal to any value less than 10 percent, because this would ensure that the scheduling overheads do not exceed 10 percent of the total work.

We can now ask the question the other way around: what is the minimal degree of parallel slackness that is required for ensuring that the ratio $\frac{\mu(\tau + \gamma \phi)}{\kappa}$ is less than $r$, for some $r$? To that end, we need to satisfy both $\left(\frac{\mu(\tau + \gamma \phi)}{\kappa}\right)^2 < \kappa^2$ and $\kappa^2 < (\tau + \gamma \phi) \frac{w}{Pd}$. Eliminating $\kappa^2$, we obtain the inequality:

$$
\frac{w}{Pd} > \frac{\mu^2(\tau + \gamma \phi)}{r^2}
$$

This result implies that, in order to be able to bound the scheduling overheads by $r$, parallel slackness needs to exceed a constant factor times $1/r^2$. For example, we can take $r = 10\%$. For program with small depth (e.g., logarithmic depth), this result implies that the scheduling overheads do not exceed a factor $r$ of the raw work when $w$ is larger than $r^2 \cdot \mu^2(\tau + \gamma \phi) P d$. Thus, by taking $\kappa = \frac{\mu(\tau + \gamma \phi)}{\mu^2Pd}$, we ensure that, for any program with small depth, the scheduling overheads do not exceed a fraction $r$ of the raw work whenever the input data given to the program is large enough.

**Improving the bound on total depth**

The bound that we have established concerning the total depth of an expression did not use the $\mu$-regularity assumption. This assumption alone does not suffice to obtain a better bound than that of Theorem 4.2. However, if we make further assumptions we may improve the bound.

Consider for example a simple recursive function, which does not make calls to other parallel functions, and whose body involves a single parallel tuple. Now, consider an execution path in the computation DAG of a run of this program. All the parallel tuples at the beginning of this path contain a lot of work so they are scheduled in parallel. Only the parallel tuples near the end of the path may get sequentialized.

More precisely, as long as the raw work involved in a parallel tuple exceeds $\gamma \mu \kappa$ units of raw work, we know by the regularity assumption that both branches of this tuple involve more than $\mu \kappa$ work. So, the oracle must predict those branches to involve more than $\kappa$ work, leading the parallel tuple to be executed in parallel. This observation implies that we can never sequentialize more than $\gamma \mu \kappa$ units of work on a given execution path.

In summary, for simple recursive functions containing only one parallel tuple, we obtain the following bound on the total depth:

$$
D \leq (1 + \tau + \phi) d + \mu \gamma \kappa
$$

This bound significantly improves that of Theorem 4.2, because $\kappa$ no longer appears multiplicatively in front of the raw depth, but only as an extra additive factor. We leave to future work a formal investigation of the class of functions for which the factor $\kappa$ appears only additively and not multiplicatively in the total depth.

5. Oracle scheduling with complexity functions
The original theorem of Brent as well as our generalization assume a greedy scheduler that can find available work (parallel tasks to execute) immediately with no overhead. This is unrealistic of course in a literal sense but many schedulers can achieve similar bounds asymptotically for a reasonably broad class of computations. For example, a work-stealing scheduler can execute a fully-strict computations with $W$ work and $D$ depth on $P$ processors in $O(W/P + D)$ expected time [10]. The class of fully-strict computations (i.e., series-parallel computations) include all fork-join programs, nested-parallel computations, and specifically computations with parallel tuples, our focus here.
Since the oracle semantics that we have presented makes no assumptions about a scheduler (it simply creates parallel tasks), the created parallel tasks can be scheduled by using a scheduler, e.g., a work-stealing scheduler, to execute them on a parallel machine. The oracle semantics itself can be realized by using a \((\phi, \mu)\)-estimator that requires \(\phi\) time to estimate actual run-time of parallel tasks within a factor of no more than \(\mu\). We refer to the combination of an estimator with a parallel scheduler as an \((\phi, \mu)\)-oracle-scheduler.

In the rest of this section, we describe how to obtain an estimator suitable to be used as part of an oracle scheduler by using asymptotic complexity annotations entered by the user. We use an implementation of this estimator combined with a work-stealing scheduler in our experiments (Sections 6 and 7).

**Asymptotic complexity annotations.** To obtain an effective estimator as part of an oracle, we rely on asymptotic complexity annotations decorating function calls. For the purpose of this paper, we assume that these annotations are entered by the programmer but in some cases they can also be approximated by some other technique such as a static analysis (e.g., [24]). The basic idea behind our approach is to combine these combine annotations with judiciously timed runtime measurements to determine efficiently the constant factors that are hidden by the complexity functions. Here, we describe a compilation strategy for complexity annotations to implement this idea.

To take advantage of complexity functions, we restrict parallel tuples of the form \(\{(\ell_1, \ell_2)\}\), to that the expressions are function applications, i.e., \(\{(f_1; v_1, f_2; v_2)\}\). Note that this syntactic restriction does not reduce expressiveness because a term \(\ell\) can always be replaced by a trivial application of a "thunk", a function that ignores its argument (typically of type "unit") and evaluates \(\ell\), to a dummy argument. We require user to provide complexity function for every defined function and our compilation technique propagates these annotations to the applications sites.

We write \(\text{\texttt{fun}} f. x.e_b [e_c]\) to denote a function \(\text{\texttt{fun}} f. x.e_b\) for which the complexity function for the body \(e_b\) is described by the expression \(e_c\). This expression \(e_c\), which may refer to the argument \(x\), should be an expression whose evaluation always terminates and produces an integer value. For our bounds to apply, complexity expressions should require constant time to evaluate.

To predict accurately actual execution times of a parallel tuple, the oracle also needs to determine the constant factors hidden in the complexity functions. We estimate these constants factors by collecting statistical information on execution times of parallel tuples. Our compilation strategy introduce the code for collecting this statistical information. Since we are interested only in the sequential run-time of parallel tasks, we only need to measure parallel tasks that are sequentially executed; this both decreases the overhead of measurements and increases their accuracy.

We use a “Constant-Estimator Data Structure” (CED) to collect the statistical information needed to determine the constant factors. The first pass of our compiler simply in associating a CED with every function. For example, if the source code contains a function of the form \(\text{\texttt{fun}} f. x.e_b [e_c]\), then our compiler allocates a CED specific to that function definition. For example, if the variable \(r\) refers to this particular CED, then the function becomes annotated with \(r\). We then write it “\text{\texttt{fun}} f. x.e_b [e_c;r\]}". The second pass uses the CED to estimate the constant factors hidden in the complexity function.

For the time being, we leave the implementation of the constant-estimator datastructure (CED) abstract and only describe its interface, which comprises three functions:

\begin{verbatim}
type ced
val ced_initialize : unit → ced
val ced_estimate : ced × int → float
val ced_measured : ced × int × float → unit
\end{verbatim}

The function \texttt{ced initialize} allocates a new CED. The function \texttt{ced estimate} takes a pointer to a CED and the value returned by a call to the user-provided complexity function, and then returns the amount of time predicted for the execution of the function. The function \texttt{ced measured} is used to report to a CED the time actually measured by the execution of the function. It takes as argument a pointer to the CED, the value returned by the complexity function and the time measured, and it then updates the data stored internally in the CED.

In summary, to predict the execution time of a function call of the form \(\text{\texttt{fun}} f. x.e_b [e_c;r\]}" on an argument \(v\), the oracle first executes the complexity expression \(e_c[v/x]\), which produces an integer value, call it \(m\). The prediction of the oracle is then obtained by evaluating the expression \texttt{ced estimate}(\(r\), \(m\)). Typically, this would compute the product of \(m\) by the current estimate of the constant factor stored in \(r\).

**Compilation.** We now describe how to translate a source code with annotated functions of the form “\texttt{fun } f. x.e_b [e_c;r\]}" into a standard piece of code by replacing these annotations to operations on CEDs. This translation performs three tasks. First, it packs every function with its CED and its complexity function. Second, it adds code to make runtime decisions about the scheduling of parallel tuples. Third, it instruments the code so as to measure execution time for branches of parallel tuples that are executed according to the sequential semantics.

To describe the translation implementing oracle scheduling, we write \(\| v \|\) the translation of a value \(v\), and we write \(\| e \|_\alpha\) the translation of the expression \(e\) according to the semantics \(\alpha\), which can be either seq or orc. Observe that the translation of values, contrary to the translation of expressions, does not depend on the mode. The compilation scheme appears in Figure 4 and it is describe next.
Note that the figure makes use of triples, quadruples, projections, sequence, if-then-else statements, and unit value; these constructions can all be easily defined in our core programming language. An annotated function of the form “fun f.x.e_b [e_c]r” is translated to a quadruple of the form

$$(r, \text{fun } x.e_c, \text{fun } f.x.[e_b]^\text{seq}, \text{fun } f.x.[e_b]^\text{orc})$$

which is made of the CED associated with the function, the complexity function associated with the function, the sequential-mode version of the function, and the oracle-mode version of the function. An application of a function $f$ to an argument $v$ is mapped to the application of either the third or the fourth projection of $f$ to the value $v$, depending on whether the function should be executed in the sequential mode or in the oracle mode. A parallel tuple is turned into a simple tuple if it is executed in the sequential mode, otherwise it is scheduled using our oracle-based scheduling policy. This policy is implemented with help of a function called $Oracle$, which is described next. The translation of other language constructs is entirely structural.

The meta-function $Oracle$, shown in Figure 5, describes the template of the code generated for preparing the execution of a parallel tuple. $Oracle$ expects a (translated) function $f$ and its (translated) argument $v$, and it returns a boolean $b$ indicating whether the application of $f$ to $v$ is expected to take more or less time than the cutoff, and a continuation $k$ to execute this application. On the one hand, if the application is predicted to take more time than the cutoff (in which case $b$ is false), then the continuation $k$ corresponds to the sequential-semantics version of the function $f$. Moreover, in the latter case, the time taken to execute the application sequentially is measured. This time measure is reported to the CED so that it can take it into account for future predictions. The reporting is performed by the auxiliary meta-function $MeasuredRun$, whose code also appears in Figure 5. This completes the description of our translation.

Observe that the translation introduces many quadruples and applications of projection functions. However, in practice, the quadruples typically get inlined so most of the projections can be computed at compile time. Observe also that the compilation scheme involves some code duplication, because every function is translated once for the sequential mode and once for the oracle mode. In theory, the code could grow exponentially when the code involves functions defined inside the body of other functions. In practice, the code grows only reasonably since functions are rarely deeply nested. If code duplication was a problem, then one could either use flattening to eliminate deep nesting of local functions, or make functions take the parameter $\alpha$ as extra argument.

6. Implementation

In this section, we describe the implementation of our scheduling technique in an actual language and system. In our approach, source programs are written in our own dialect of the Caml language [25], which is a strict functional language. Our Caml dialect corresponds to the core Caml language extended with syntax for parallel pairs and com-
Oracle \((f, v) \equiv\)
\[
\text{let } r = \text{proj}^1 f \text{ in} \\
\text{let } m = \text{proj}^2 f \text{ in} \\
\text{let } b = \text{ced} \_ \text{estimate}(r, m) > k \text{ in} \\
\text{let } k_{\text{seq}}() = \text{proj}^3 f \text{ in} \\
\text{let } k_{\text{seq}}'(()) = \text{MeasuredRun}(r, m, k_{\text{seq}}()) \text{ in} \\
\text{let } k_{\text{or}}c() = \text{proj}^4 f \text{ in} \\
\text{let } k = \text{if } b \text{ then } k_{\text{or}}c \text{ else } k_{\text{seq}}'(()) \text{ in} \\
(b, k)
\]

MeasuredRun \((r, m, k) \equiv\)
\[
\text{let } t = \text{get_time}() \text{ in} \\
\text{let } v = k() \text{ in} \\
\text{let } t' = \text{get_time}() \text{ in} \\
\text{ced} \_ \text{measured}(r, m, (t' - t))
\]

**Figure 5.** Auxiliary meta-functions used for compilation.

type tree =
| Leaf of int \\
| Node of int * tree * tree

let size = function
| Leaf _ -> 1 \\
| Size (s, _, _) -> s

let rec sum t = Oracle.complexity (size t); \\
match t with
| Leaf n -> n \\
| Node (size, t1, t2) ->
  let (n1, n2) = (\| sum t1, sum t2 |\) in n1 + n2

**Figure 6.** An example parallel program.

plicity annotations. Figure 6 shows a program implemented in our Caml dialect. This recursive program traverse a binary tree to compute the sum of the values stored in the leaves.

We use the Caml type checker to obtain a typed syntax tree, on which we perform the oracle-scheduling translation defined in Figure 4. We then produce code in the syntax of Parallel ML (PML) [15], a parallel language close to Standard ML. The translation from Caml to PML is straightforward because the two languages are relatively similar. We compile our source programs to x86-64 binaries using Manticore, which is the optimizing PML compiler. The Manticore runtime system provides a parallel, generational garbage collector that is crucial for scaling to more than four processors, because functional programs, such as the ones we consider, often involve heavy garbage-collection loads. Further details on Manticore can be found elsewhere [14].

In the rest of this section, we explain how we compute the constant factors, and we also give a high-level description of the particular work-stealing scheduler on top of which we are building the implementation of our oracle scheduler.

**Runtime estimation of constants.** The goal of the oracle is to make relatively accurate execution time predictions at little cost. Our approach to implementing the oracle consists in evaluating a user-provided asymptotic complexity function, and then multiplying the result by an appropriate constant factor. Every function has its own constant factor, and the value for this constant factor is stored in the constant-estimate data-structure (CED). In this section, we discuss the practical implementation of the evaluation of constant factors.

In order for the measurement of constant to be lightweight, we simply compute average values of the constant. The constant might evolve through time, for example if the current program is sharing the machine with another program, a series of memory reads by the other program may slow down the current program. For this reason, we do not just compute the average across all history, but instead maintain a moving average, that is, an average of the values gathered across a certain number of runs.

Maintaining averages is not entirely straightforward. One the one hand, storing data in a memory cell that is shared by all processors is not satisfying because it would involve some synchronization problems. On the other hand, using a different memory cell for every processor is not satisfying either, because it leads to slower updates of the constants when they change. In particular, in the beginning of the execution of a program it is important that all processors quickly share a relatively good estimate of the constant factors. For these reasons, we have opted for an approach that uses not only a shared memory cell but also one data structure local to every processor.

The shared memory cell associated with each CED contains the estimated value for the constant that is read by all the processors when they want to predict execution times. The local data structures are used to accumulate statistics on the value of the constant. Those statistics are reported on a regular basis into the shared memory cell, by computing a weighted mean between the value previously stored in the shared memory cell and the value obtained out of the local data structure. We use a special treatment for the initialization of the constants: for its first few measures, a processor always report immediately its current average to the shared memory cell. This ensures a fast propagation of the information gathered from the first runs, so as to quickly improve the accuracy of the predictions.

When implementing the oracle, we faced three technical difficulties. First, we had to pay attention to the fact that the memory cells allocated for the different processors are not allocated next to each other. Otherwise, those cells would fall in the same cache line, in which case writing in one of these cells would make the other cells be removed from caches, making subsequent reads more costly. Second, we observed that the time measures typically yield a few out-
liers. Those are typically due to the activity of the garbage collector or of another program being scheduled by the operating system on the same processor. Fortunately, we have found the detection of these outliers to be relatively easy because the time measured are at least one or two orders of magnitude greater than the cutoff value. Third, the default system function that reports the time is only accurate by one microsecond. This is good enough when the cutoff is greater than 10 microseconds. However, if one were to aim for a smaller cutoff, which could be useful for programs exhibiting only a limited amount of parallelism, then it would be required to use more accurate techniques, for example using the specific processor instructions for counting the number of processor cycles.

Work stealing. We implement our oracle scheme on top of the work stealing scheduler [10]. In this section we outline the particular implementation of work stealing that we selected from the Manticore system. Our purpose is to understand what exactly contributes to the scheduling cost $\tau$ in our system.

In Manticore’s work-stealing scheduler, all system processors are assigned to collaborate on the computation. Each processor owns a deque (doubly-ended queue) of tasks represented as thunks. Processors treat their own deques like call stacks. When a processor starts to evaluate a parallel-pair expression, it creates a task for the second subexpression of the pair and pushes the task onto the bottom of the deque. Processors that have no work left try to steal tasks from others. More precisely, they repeatedly select a random processor and try to pop a task from this processor’s deque.

Manticore’s implementation of work stealing [31] adopts a code-specialization scheme, called clone translation, taken from Cilk-5’s implementation [18]. With clone translation, each parallel-pair expression is compiled into two versions: the fast clone and the slow clone. The purpose of a fast clone is to optimize the code that corresponds to doing the evaluation on the local processor, whereas the slow clone is used when the second branch of a parallel-pair is migrated to another processor. A common aspect of between clone translation and our oracle translation (Figure 4) is that both generate specialized code for the sequential case. But the clone translation differs in that there is no point at which parallelism is cut off entirely, as the fast clone may spawns subtasks.

The scheduling cost involved in the fast clone is a (small) constant, because it involves just a few local operations, but the scheduling cost of the slow clone is variable, because it involves inter-processor communication. It is well established, both through analysis and experimentation, that (with high probability) no more than $O(Pd)$ steals occur during the evaluation [10]. So, for programs that exhibit parallel slackness ($w \gg Pd$), we do not need to take into account the cost of slow clones because there are relatively few of them. We focus only on the cost of creating fast clones, which thus correspond to the cost $\tau$. A fast clone needs to packages a task, push it onto the deque and later pop it from the deque. So, a fast clone is not quite as fast than the corresponding sequential code. The exact slowdown depend on the implementation, but in our case we have observed that a fast clone is 3 to 5 times slower than a simple function call.

7. Empirical evaluation

In this section, we evaluate the effectiveness of our implementation through several experiments. We consider results from a range of benchmarks run on two machines with different architectures. The results show that, in each case, our oracle implementation improves on the plain work-stealing implementation. Furthermore, the results show that the oracle implementation scales well up to sixteen processors.

Machines. Our AMD machine has four quad-core AMD Opteron 8380 processors running at 2.5GHz. Each core has 64Kb each of L1 instruction and data cache, a 512Kb L2 cache. Each processor has a 6Mb L3 cache that is shared with the four cores of the processor. The system has 32Gb of RAM and runs Debian Linux (kernel version 2.6.31.6-amd64).

Our Intel machine has four eight-core Intel Xeon X7550 processors running at 2.0GHz. Each processor has 32Kb each of L1 instruction and data cache and 256 Kb of L2 cache. Each processor has an 18Mb L3 cache that is shared by all eight cores. The system has 1Tb of RAM and runs Debian Linux (kernel version 2.6.32.22.1.amd64-smp). For uniformity, we consider results from just sixteen out of the thirty-two cores of the Intel machine.

Measuring scheduling costs. We report estimates of the scheduling overheads for each of our test machines. To estimate, we use a synthetic benchmark expression $e$ whose evaluation sums integers between zero and 30 millions using a parallel divide-and-conquer computation. We choose this particular expression because most of its evaluation time is spent evaluating parallel pairs.

First, we measure $w_e$: the time required for executing a sequentialized version of the program (a copy of the program where parallel tuples are systematically replaced with sequential tuples). This measure serves as the baseline. Second, we measure $w_s$: the time required for executing the program using work stealing, on a single processor. This measure is used to evaluated $\tau$. Third, we measure $w_o$: the time required for executing a version of the program with parallel tuples replaced with ordinary tuples but where we still use call the oracle to predict the time and measure the time. This measure is used to evaluate $\phi$.

We then define the work-stealing overhead $c_w = \frac{w_o - w_s}{w_o}$. We estimate the cost $\tau$ of creating a parallel task in work stealing by computing $\frac{w_o - w_s}{n}$, where $n$ is the number of
parallel pairs evaluated in the program. We also estimate the cost \( \phi \) of invoking the oracle and making a time measure by computing \( \frac{w_m - w_m'}{m} \), where \( m \) is the number of times the oracle is invoked. Our measures are as follows.

<table>
<thead>
<tr>
<th>Machine</th>
<th>( c_w )</th>
<th>( \tau ) (( \mu s ))</th>
<th>( \phi ) (( \mu s ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMD</td>
<td>4.86</td>
<td>0.09</td>
<td>0.18</td>
</tr>
<tr>
<td>Intel</td>
<td>3.90</td>
<td>0.18</td>
<td>0.94</td>
</tr>
</tbody>
</table>

The first column indicates that work stealing alone can induce a slowdown by a factor of 4 or 5, for programs that create a huge number of parallel tuples. Column two indicates that the cost of creating parallel task \( \tau \) is significant, taking roughly between 200 and 350 processor cycles. The last column suggests that the oracle cost \( \phi \) is of the same order of magnitude (\( \phi \) is 2 to 5 times larger than \( \tau \)).

To determine a value for \( \kappa \), we use the formula \( \mu \frac{r(\tau + \gamma \phi)}{r} \) from §4. Recall that \( r \) is the targeted overhead for scheduling costs. We aim for \( r = 10\% \). Our oracle appears to be always accurate within a factor 2, so we take \( \mu = 2 \). Our benchmark programs are fairly regular, so we take \( \gamma = 3 \). We then use the values for \( \tau \) and \( \phi \) specific to the machine and evaluate the formula \( \mu \frac{r(\tau + \gamma \phi)}{r} \). We obtain 13\( \mu s \) for the AMD machine 60\( \mu s \) for the Intel machine. However, we were not able to use a cutoff as small as 13\( \mu s \) because the time function that we are using is only accurate up to 1\( \mu s \). For this reason, we doubled the value to 26\( \mu s \). (One possibility to achieve greater accuracy would be to use architecture-specific registers that are able to report on the number of processor cycles involved in the execution of a task.)

In our experiments, we have used \( \kappa = 26\mu s \) on the AMD machine and \( \kappa = 61\mu s \) on the Intel machine.

**Benchmarks.** We use five benchmarks in our empirical evaluation. Each benchmark program was originally written by other researchers and ported to our dialect of Caml.

The Quicksort benchmark sorts a sequence of 2 million integers. Our program is adapted from a functional, tree-based algorithm [5]. The algorithm runs with \( O(n \log n) \) raw work and \( O(\log^2 n) \) raw depth, where \( n \) is the length of the sequence. Sequences of integers are represented as binary trees in which sequence elements are stored at leaf nodes and each internal node caches the number of leaves contained in its subtree.

The Quickhull benchmark calculates the convex hull of a sequence of 3 million points contained in 2-d space. The algorithm runs with \( O(n \log n) \) raw work and \( O(\log^2 n) \) raw depth, where \( n \) is the length of the sequence. The representation of points is similar to that of Quicksort, except that leaves store 2-d points instead of integers.

The Barnes-Hut benchmark is an \( n \)-body algorithm that calculates the gravitational forces between \( n \) particles as they move through 2-d space [2]. The Barnes-Hut computation consists of two phases. In the first, a quadtree is constructed from the sequence of particles. Using this tree, the second phase computes this tree to accelerate the computation of the gravitational force for each of the \( n \) particles. The algorithm runs with \( O(n \log n) \) raw work and \( O(\log n) \) raw depth. Our benchmark runs 10 iterations over 100,000 particles generated from a random Plummer distribution [30]. The program is adapted from a Data-Parallel Haskell program [23]. The representation we use for sequences of particles is similar to that of Quicksort.

The SMVM benchmark multiplies an \( m \times n \) matrix with an \( n \times 1 \) dense vector. Our sparse matrix is stored in the compressed sparse-row format. The program contains parallelism both between dot products and within individual dot products. We use a sparse matrix of dimension \( m = 500,000 \) and \( n = 448,000 \), containing 50,400,000 nonzero values.

The DMM benchmark multiplies two dense, square \( n \times n \) matrices using the recursive divide-and-conquer algorithm of Frens and Wise [17]. We have recursion go down to scalar elements. The algorithm runs with \( O(n^3) \) raw work and \( O(\log n) \) raw depth. We select \( n = 512 \).

**Implementing complexity functions.** Our aim is to make complexity functions fast, ideally constant time, so that we can keep oracle costs low. But observe that, in order to complete in constant time, the complexity function needs access to the input size in constant time. For four of our benchmark programs, no modifications to the algorithm is necessary, because the relevant data structures are already decorated with sufficient size information. The only one for which we make special provisions is SMVM. The issue concerns a subproblem of SMVM called segmented sums [8]. In segmented sums, our input is an array of arrays of scalars, e.g.,

\[
[[8, 3, 9], [2], [3, 1][5]]
\]

whose underlying representation is in segmented format. The segmented format consists of a pair of arrays, where the first array contains all the elements of the subarrays and second contains the lengths of the subarrays.

\[
([8, 3, 9, 2, 3, 1, 5], [3, 1, 2, 1])
\]

The second array is called the segment descriptor. The objective is to compute the sum of each subarray,

\[
[20, 2, 4, 5],
\]

There are two sources of parallelism in segmented sums: (1) within the summation of each subarray and (2) between different subarray sums. We use divide-and-conquer algorithms to solve each case. In the first case, our algorithm is just an array summation, and correspondingly, the complexity function for which is straightforward to compute in constant time from the segment descriptor. The second case is where we make the special provisions. For this case, we use a parallel array-map algorithm to compute all the subarray sums in parallel. The issue is that the complexity of performing a group of subarray sums is proportional to the sum of the sizes of those subarrays. So, to obtain this size information
in constant time, we modify our segmented-array representation slightly so that we store a cached tree of subarray sizes rather than just a flat array of subarray sizes.

$$([8, 3, 9, 2, 3, 1, 4, 5], \begin{array}{c}
7 \\
4 \\
3 \\
1 
\end{array})$$

To summarize, in order to write a constant-time complexity function, we change the existing SMVM program to use a tree data structure, where originally there was an array data structure. Building the tree can be done in parallel, and the cost of building can be amortized away by reusing the sparse matrix multiple times, as is typically done in iterative solvers.

**Performance.** For every benchmark, we measure several values. $T_{\text{seq}}$ denotes the time to execute the sequential version of the program. We obtain the sequential version of the program by replacing each parallel tuple with an ordinary tuple and erasing complexity functions, so that the sequential version includes none of the scheduling overheads. $T_{\text{par}}^{P}$ denotes the execution time with work stealing on $P$ processors. $T_{\text{orc}}^{P}$ denotes the execution time of our oracle-based work stealing on $P$ processors.

The most important results of our experiments come from comparing plain work stealing and our oracle-based work stealing side by side. Figure 7 shows the speedup on sixteen processors for each of our benchmarks, that is, the values $T_{\text{seq}}^{16}/T_{\text{seq}}$ and $T_{\text{par}}^{16}/T_{\text{seq}}$. The speedups show that, on sixteen cores, our oracle implementation is always between 4% and 76% faster than work stealing.

The fact that some benchmarks benefit more from our oracle implementation than others is explained by Figure 8. This plot shows execution time for one processor, normalized with respect to the sequential execution times. In other words, the values plotted are $1, T_{\text{orc}}^{1}/T_{\text{seq}}$ and $T_{\text{par}}^{1}/T_{\text{seq}}$. The values $T_{\text{orc}}^{1}/T_{\text{seq}}$ range from 1.03 to 1.13 (with an average of 1.07), indicating that the scheduling overheads in the oracle implementation do not exceed 13% of the raw work in any benchmark. The cases where we observe large improvements in speedup are the same cases where there is a large difference between sequential execution time and plain work-stealing execution time. When the difference is large, there is much room for our implementation to improve on work stealing, whereas when the difference is small we can only improve the execution time by a limited factor.

Figure 9 shows speedup curves for each of our experiments, that is, values of $T_{\text{par}}^{P}/T_{\text{seq}}$ and $T_{\text{orc}}^{P}/T_{\text{seq}}$ against the number of processor $P$. Observe that on the Intel machine there is super-linear scaling, but not on the AMD machine. We attribute this behavior to cache effects. The curves show that our oracle implementation generally scales well up to sixteen processors.

There is one exception, which is the quickhull benchmark on the AMD machine. For this benchmark, the curve tails off after reaching twelve processors. We need to conduct further experiments to understand the cause of this tailing off, which is probably due to a lack of parallelism in the program. Notice, however, that our scheduler does not fall below work stealing.

8. Related work

**Cutting off excess parallelism.** Early work on granularity control for functional programs focuses on using list size to determine when to cutoff parallelism [22]. This approach is limited because it assumes linear time for parallel subcomputations.

Lopez et al. study the granularity problem for logic programs [26]. Their approach uses complexity functions to guide parallelism. On the surface, this is similar to our oracle approach, except that their cost estimators do not take use profiling to estimate constant factors. An approach without constant-factor estimation is overly simplistic for modern processors, because it relies on complexity function predicting execution time exactly. On modern processors, execution time depends heavily on factors such as caching, pipelining, etc. and it is not feasible in general to predict execution time from a complexity function alone.

**Reducing per-task costs.** One approach to the granularity problem is to focus on reducing the the costs associated with tasks, rather than limiting how many tasks get created. This approach is taken by implementations of work stealing with lazy task creation [13, 18, 21, 27, 31, 33]. In lazy task creation, the work stealing scheduler is implemented so as to avoid, in the common case, the major scheduling costs, in particular, those of inter-processor communication. But, in even the most efficient lazy task creation, there is still a non-negligible scheduling cost for each implicit thread.

Lazy Binary Splitting (LBS) is an improvement to lazy task creation that applies to parallel loops [36]. The crucial optimization comes from extending the representation of a task so that multiple loop iterations can be packed into a single task. This representation enables the scheduler to both avoid creating closures and executing deque operations for most iterations. A limitation of LBS is that it addresses only parallel loops whose iteration space is over integers. Lazy Tree Splitting (LTS) generalizes LBS to handle parallel aggregate operations that produce and consume trees, such as map and reduce [3]. LTS is limited, however, by the fact that it requires a special cursor data structure to be defined for each tree data structure.

**Amortizing per-task costs.** Feitelson et al. study the granularity problem in the setting of distributed computing [1], where the crucial issue is how to minimize the cost of inter-processor communication. In their setting, the granularity problem is modeled as a staging problem, in which there
are two stages. The first stage consists of a set of processor-local task pools and the second stage consists of a global task pool. Moving a task to the global task pool requires interprocessor communication. The crucial decision is how often each processor should promote tasks from its local task pool to the global task pool. We consider a different model of staging in which there is one stage for parallel evaluation and one for sequential evaluation.

The approach proposed by Feitelson et al. is based on an online algorithm called CG. In this approach, it is assumed that the cost of moving a task to the global task pool is an integer constant, called $g$. The basic idea is to use amortization to reduce the scheduling total cost of moving tasks to the global task pool. In particular, for each task that is moved to the global task pool, CG ensures that there are at least $g + 1$ tasks added to the local task pool. Narlikar describes a similar approach based on an algorithm called DFDeques [28]. Just as with work stealing, even though the scheduler can avoid the communication costs in the common case, the scheduler still has to pay a non-negligible cost for each implicit thread.

Flattening and fusion. Flattening is a well-known program transformation for nested parallel languages [9]. Implementations of flattening include NESL [7] and Data Parallel Haskell [29]. Flattening transforms the program into a form that maps well onto SIMD architectures. Flattened programs are typically much simpler to schedule at run time than nested programs, because much of the schedule is predetermined by the flattening. Controlling the granularity of such programs is correspondingly much simpler than in general. A limitation of existing flattening is that certain classes of programs generated by the translation suffer from space inefficiency [6], as a consequence of the trans-
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**Figure 7.** Comparison of the speedup on sixteen processors. Higher bars are better.

**Figure 8.** Comparison of execution times (normalized) on a single processor. Lower bars are better.
Figure 9. Comparison between work stealing and oracle.
formation making changes to data structures defined in the program. Our transformation involves no such changes.

The NESL [7] and Data Parallel Haskell [29] compilers implement fusion transformation in order to increase granularity. Fusion transforms the program to eliminate redundant synchronization points and intermediate arrays. Although fusion reduces scheduling costs by combining adjacent parallel loops, it is not relevant to controlling granularity within loops. As such, fusion is orthogonal to our oracle based approach.

Cost Semantics. To give an accurate accounting of task-creation of overheads in implicitly parallel languages we use a cost semantics, where evaluation steps (derivation rules) are decorated with work and depth information or “costs”. This information can then be used to directly to bound running time on parallel computers by using standard scheduling theorems that realize Brent’s bound. Many previous approaches also use the same technique to study work-depth properties, some of which also make precise the relationship between cost semantics and the standard directed-acyclic-graph models [4, 6, 35]. The idea of instrumenting evaluations to generate cost information goes back to the early 90s [32, 34].

9. Future work

In this work, we have experimented our idea of oracle scheduling by implementing it on top of a work-stealing scheduler. It would be interesting to also investigate the use of other schedulers, in particular schedulers based on a shared queue. We could also try to apply this technique to a distributed setting, where spawning parallel tasks not only requires to migrate code but also to migrate data, which can be very costly.

In our implementation, we have fixed $\kappa$ to be a constant value, but we could try to dynamically adjust it. However, there is a major difficulty: obtaining accurate estimates for the raw depth is much harder than for the raw work. Indeed, for raw work it suffices to measure the time taken by a sequential execution of a task. There is no such easy way to measure the raw depth of a program.

To realize the oracle, we have assumed that the programmer would provide complexity functions explicitly. This seems to be a reasonable assumption in general. However, for particular domains of application it is possible to use static analysis techniques to infer those complexity bounds. We could also use dynamic analysis, in particular machine learning techniques, for automatically guessing the shape of the complexity function.

We have also assumed that the complexity functions could be implemented in constant time. To achieve this in the context of working with functional data structures, one need to store size information in data structures. Fortunately, this can be achieved at little cost if the compiler provides specialized support for this, as done for example in [20]. This would make it possible to store sizes with little memory overhead and with little programmer intervention onto the source code.
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